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Abstract Being a follow-up study, this paper configures soft decision-making (SDM)
methods (2017-2019), having been constructed with soft sets, soft matrices, and their
fuzzy hybrid versions, to operate them in fuzzy parameterized fuzzy soft (fpfs) matrices
space faithfully to the original. It then analyses the decision-making performances of the
configured methods herein by using five test cases. Afterwards, it applies the methods,
producing valid ranking order according to all the test cases, to the ranking of seven
known noise-removal filters. This paper completes the configurations that allow the
available methods (1999-2019) to operate in the fpfs-matrices space. Finally, the need
for further research studies is discussed.
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1. Introduction

The present paper is a follow-up study of (Enginoglu and Memis, 2018a; Aydin and
Enginoglu, 2019; Enginoglu and Ongel, 2020; Aydin and Enginoglu, 2020; Enginoglu
and Aydm, 2021). The studies have configured the available soft decision-making
(SDM) methods having been proposed between 1999-2016 and having been introduced
by soft sets (SS) (Molodtsov, 1999; Cagman and Enginoglu, 2010b), fuzzy soft sets
(FSS) (Maji et al., 2001; Cagman et al., 2011b), fuzzy parameterized soft sets (FPSS)
(Cagman et al., 2011a), fuzzy parameterized fuzzy soft sets (FPFSS or fpfs-sets)
(Cagman et al., 2010), soft matrices (SM) (Cagman and Enginoglu, 2010a), and fuzzy
soft matrices (FSM) (Cagman and Enginoglu, 2012). For the relationships between these
concepts and further information, see (Enginoglu et al., 2021). This paper completes the
configurations that allow the available methods (1999-2019) (Guan, 2017; Zou et al.,
2019; Alcantud and Mathew, 2017; Eraslan and Cagman, 2017; Liu et al., 2017; Tas et
al., 2017; Alcantud and Torrecilles, 2018; Karaca and Tas, 2018; Liu and Liu, 2018; Pal,
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2018; Porchelvi and Snekaa, 2018; Xiao, 2018; Aggarwal, 2019; Ma et al., 2019;
Sandhiya and Selvakumari, 2019a; Sandhiya and Selvakumari, 2019b; Sharma and
Singh, 2019; Wang and Qin, 2019; Zhang and Zhan, 2019; Riaz et al., 2018; Riaz and
Hashmi, 2017; Riaz and Hashmi, 2018; Ataguin et al., 2018; Mondal and De, 2018; Neog
and Dutta, 2018; Kamaci et al., 2018) to operate in the fpfs-matrices space (Enginoglu

and Cagman, 2020).

The following tables provide some information about the considered SDM methods
herein. Table 1, 2, and 3 show the abbreviated forms of the configured SDM methods
herein employing single, double, and multiple fpfs-matrices and their spaces in which
they have been first put forward, respectively.

Table 1. SDM methods employing single fpfs-matrix

Configured SDM Methods

Original Spaces of the Configured SDM Methods

Descriptions

FPFSM FPFSS | FPSS | FSM | FSS | sM | ss
G17(R) v Guan 2017
LQP17(w) Liu, Qin, Pei 2017
TOD17 Tas, Ozgiir, Demir 2017
KT18(R) v Karaca, Tas 2018
KT18/2 Karaca, Tas 2018
LL18(%) Liu, Liu 2018
X18 Xiao 2018
ALIR, w, 1, 2o, Ja, Aay ) v Aggarwal 2019

MLQFG19 Ma, Li, Qin, Fei, Gong 2019
WQ19 Wang, Qin 2019
ZZ19(2, y) Zhang, Zhan 2019

Table 2. SDM methods employing double fpfs-matrices

Conf'\i/lgeutLeod ngM Original Spaces of the Configured SDM Methods o
Descriptions

FPFSM FPFSS FPSS FSM FSS SM SS
RH17 v Riaz, Hashmi 2017

AKO18a Atagiin, Kamaci, Oktay 2018

AKO180 Atagiin, Kamaci, Oktay 2018
RH18 v Riaz, Hashmi 2018
X18/2 v Xiao 2018
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Table 3. SDM methods employing multiple fpfs-matrices

Configured SDM Methods | Original Spaces of the Configured SDM Methods
Descriptions
FPFSM FPFSS | FPSS | FSM FSS | SM | SS
AM17(Ry, Ry, ..., RY) v Alcantud, Mathew 2017
AM17/2(Ry, Ry, ..., RY) v Alcantud, Mathew 2017
AM17/3(4, Ry, Ry, ..., RY) v Alcantud, Mathew 2017
AM17/4(A, Ry, Ry, ..., Ry) v Alcantud, Mathew 2017
AM17/5(%, Ry, Ry, ..., RY) v Alcantud, Mathew 2017
AM17/6(%, Ry, Ry, ..., RY) v Alcantud, Mathew 2017
EC17(2) v Eraslan, Cagman 2017
AT18(4) v Alcantud, Torrecillas 2018
KAS18aa v Kamaci, Atagiin, Sénmezoglu 2018
KAS18aa/2 v Kamaci, Atagiin, Sénmezoglu 2018
MD18 v Mondal, De 2018
ND18 v Neog, Dutta 2018
P18 v Pal 2018
PS18 v Porchelvi, Snekaa 2018
RHF18 N Riaz, Hashmi, Farooq 2018
Al19/2(R) v Aggarwal 2019
SS19 v Sandkia, Selvakumari 2019
SS19/2 v Sandkia, Selvakumari 2019
SS19/3 v Sandkia, Selvakumari 2019
SS519/4 v Sandkia, Selvakumari 2019
SS19/5(w) v Sharma, Singh 2019
ZCW19(9, 6) N Zou, Chen, Wang 2019

Section 2 presents some of the basic notions of fpfs-matrices to be required in the
following sections. Section 3 configures the SDM methods provided in (Guan, 2017;
Zou et al., 2019; Alcantud and Mathew, 2017; Eraslan and Cagman, 2017; Liu et al.,
2017; Tas et al., 2017; Alcantud and Torrecilles, 2018; Karaca and Tas, 2018; Liu and
Liu, 2018; Pal, 2018; Porchelvi and Snekaa, 2018; Xiao, 2018; Aggarwal, 2019; Ma et
al., 2019; Sandhiya and Selvakumari, 2019a; Sandhiya and Selvakumari, 2019b; Sharma
and Singh, 2019; Wang and Qin, 2019; Zhang and Zhan, 2019; Riaz et al., 2018; Riaz
and Hashmi, 2017; Riaz and Hashmi, 2018; Ataguin et al., 2018; Mondal and De, 2018;
Neog and Dutta, 2018; Kamac: et al., 2018) to operate in the fpfs-matrices space
(Enginoglu and Cagman, 2020). Section 4 determines the methods producing a valid
ranking order in all the test cases provided in (Enginoglu et al., 2021) among the
configured in the previous section. Section 5 applies the methods which accomplish all
the tests to a performance-based value assignment (PVA) problem. Final Section
discusses the need for further research studies.
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2. Preliminaries

In this section, we present the concept of fpfs-matrices (Enginoglu and Cagman, 2020)
to be required in the next sections.

Definition 2.1. (Zadeh, 1965) Let E be a parameter set and u be a function from E to
[0,1]. Then, the set {#*™)x| x € E}, being the graphic of y, is called a fuzzy set over E.
Besides, F(E) denotes the set of all the fuzzy sets over E.

Definition 2.2. (Cagman et al., 2010) Let U be a universal set, u € F(E), and « be a

function from u to F(U). Then, the set {(”(")x, a(”(x)x)) | x € E} being the graphic of

a, is called a fuzzy parameterized fuzzy soft set (fpfs-set) parameterized via E over U (or
briefly over U).

In the present paper, the set of all the fpfs-sets over U is denoted by FPFS;(U). In
FPFSg(U), since the graph(a) and a generate each other uniquely, the notations are
interchangeable. Therefore, as long as it causes no confusion, we denote an fpfs-set
graph(a) by a.

Example 2.2. Let E = {x;,x,, x5} and U = {u,, u,, us, u,}. Then,
a = {(0'7)61, {0.1u2, O'ZU3, 0.9u4})’ (Oxz’ {O'ZUI, 0'811,2, 0.5u4})’ (1X3, {0'3111, 0.3u3’ 1u4})}
is an fpfs-set over U.

Definition 2.3. (Enginoglu and Cagman, 2020) Let @ € FPFSg(U). Then, [al-j] is called
fpfs-matrix of a and is defined by

(o1 Qo2 Qo3 - Qon

a1 412 A3 - Qi
;] =|:

Am1 Amz Amz - Qqp -

such that for i € {0,1,2,---}and j € {1,2,--- },
u(x), i=0

e a (”("i)xj) (w), i#0

Here, if [U| = m — 1 and |E| = n, then [a;;] has order m x n.

From now on, the set of all the fpfs-matrices parameterized via E over U is denoted by

FPFS;[U].

© 2021 The Authors.
Published by Firouzabad Institute of Higher Education, Firouzabad, Fars, Iran



SDM Methods’ Configurations (2017-2019) and ... 45

Example 2.4. The fpfs-matrix of a provided in Example 2.2 is as follows:

07 0 1
0 02 03
[a;j]=[01 08 0
02 0 03
09 05 1

Definition 2.5. (Enginoglu  and  Cagman, 2020) Let [a”]mxn € FPFSg, [U],
1

[bilmxn, € FPFSg,[U], and [ci,,]mx € FPFSg xg,[U] such that p = n,(j — 1) +

k. For all i and p, if c;,, == min{a;;, b}, then [c;,] is called AND-product of [a;;] and

[bi] and is denoted by [a;;] A [by]. For all i and p, if ¢;,, := max{a;;, by}, then [c;, | is

called OR-product of [a;;] and [by,] and is denoted by [a;;] V [by]-

ninz

Definition 2.6. Let [s;;] € M,_1)x1 (R) such that m > 2. Then, normalisation [3;;] of
[s;1] is defined by

Si1 mkin Sk1

- , MaxSpq # Min Syq
8y += { MAX Sy — MINSp k k

1, max sy = mkin Sk1

3. Configurations of SDM Methods

This section configures the SDM methods constructed by soft sets (Guan, 2017; Zou et
al., 2019; Karaca and Tas, 2018; Aggarwal, 2019), fuzzy soft sets (Alcantud and
Mathew, 2017; Eraslan and Cagman, 2017; Liu et al., 2017; Tas et al., 2017; Alcantud
and Torrecilles, 2018; Karaca and Tas, 2018; Liu and Liu, 2018; Pal, 2018; Porchelvi
and Snekaa, 2018; Xiao, 2018; Aggarwal, 2019; Ma et al., 2019; Sandhiya and
Selvakumari, 2019a; Sandhiya and Selvakumari, 2019b; Sharma and Singh, 2019; Wang
and Qin, 2019; Zhang, and Zhan, 2019; Mondal and De, 2018; Neog and Dutta, 2018),
fpfs-sets (Riaz et al., 2018; Riaz and Hashmi, 2017; Riaz and Hashmi, 2018), and soft
matrices (Atagiin et al., 2018; Mondal and De, 2018; Neog and Dutta, 2018; Kamaci et
al., 2018). Fromnowon, I,, = {1,2,---,n}and I}, = {0,1,2,---,n}.

Alcantud and Mathew (2017) have proposed six SDM methods based on fuzzy soft sets
by using the arithmetic mean, geometric mean, Zadeh’s fuzzy complement, Sugeno class
of fuzzy complements, and Yager class of fuzzy complements (sic. Klirand Yuan, 1995).
We configure the proposed methods therein as follows:

Algorithm 3.1. AM17(R{, R, ..., R,)

Step 1. Construct fpfs-matrices [a};,] . [af,]  ...[af;]
1 2 t

Step 2. Determine indices set of undesirable parameters Ry < I, forall k € I;
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Step 3. Obtain [bj;,] . [b7,]
1

i, [but] defined by

mxny

bk

Uk

_ {1 —af,, Jk € Ry
af, i & Rk
suchthati € In,_q, jx € In,, and k € I,

Step 4. Obtain [c; ],nx: defined by

[ |
R

suchthati € I,,,_; and k € I,

" i,

Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cj]
Algorithm 3.2. AM17/2(Ry, R,, ..., R;)

2 t
Step 1. Construct fpfs-matrices [af;, | iy’ aijz]mxnz’ aijf]mxnt
Step 2. Determine indices set of undesirable parameters Ry < I, , forall k € I;

Ul] xny' iZjZ]mxn

Step 3. Obtain [b [but] defined by

bk ._ {1_aljk’ jk ERk
K aijk' Ji & Ry
suchthati € Iy,_q, jx € I, and k € I,

Step 4. Obtain [c; ]mx: defined by

suchthati € I,,_; and k € I,
Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cy]
Algorithm 3.3. AM17/3(A4, R4, R, ..., R,)

2
)

Step 1. Construct fpfs-matrices [a};,] . [af,]  ...[af;]
1 2 t

Step 2. Determine indices set of undesirable parameters Ry, < I,, , for all k € I,
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Step 3. For A € (—1, ), obtain [biljl]mxnl' bizjz]mxﬂza [bitjt]mxnt defined by
1- agc}'k
—, JrER

blkjk =<1+ ﬂ.a{-(]-k Tk k

af, Ji € Ry
suchthati € In,_q, jx € In,, and k € I,
Step 4. Obtain [c;y | mx: defined by

. |
Cik =717 Z bf(j
|Ink| j=1

suchthati € I,,_; and k € I,
Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cy]
Algorithm 3.4. AM17/4(4, R4, R, ..., R,)

Step 1. Construct fpfs-matrices [af;,| . [af,] ....[af]
1 2 t

Step 2. Determine indices set of undesirable parameters Ry < I, , forall k € I;

Step 3. For A € (—1, ), obtain [b} 2

Ul]mxnl’ l]z]mxnz’

[bitft]mxnt defined by

1—ak

Jk .
—_— ER
k. Kk Jk k
bk, =<1+2afj,

al’:(jk’ Jr € Ry
suchthati € Iy,_q, jx € In,, and k € I,

Step 4. Obtain [c;, ],nx: defined by

suchthati € I,,_; and k € I,
Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cj]
Algorithm 3.5. AM17/5(4, Ry, R, ..., R;,)

Step 1. Construct fpfs-matrices [af;,| . [af,] . ...[af]
1 2 t
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Step 2. Determine indices set of undesirable parameters Ry < I, , forall k € I;

Step 3. For A € (0, ), obtain [bY;

Ul]mxnl' izj?]mxnz’ v [bitjt]mx

e defined by

1
VAV
bl = (1 — (af) ) » Jk € Ry
afjk, jk & Rk
suchthati € Iy,_q, jx € I, and k € I,

Step 4. Obtain [c;y % defined by

Cik =1,

suchthati € I,,_, and k € I,
Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cy]
Algorithm 3.6. AM17/6(4, Ry, R, ..., R,)

Step 1. Construct fpfs-matrices [a};,] . [af,] . ..[af;]
1 2 t

Step 2. Determine indices set of undesirable parameters Ry < I, forall k € I;

Step 3. For A € (0, ), obtain [b}; | bZ | oo [f

Utdmxn, ' H2dmxny,’ ”f]mx

e defined by

1
VAV
blkjk = (1 - (alkjk) ) v Jk € Rk
ag‘jk' Ji & Ry
such thati € Iy,_, and j € I,,,and k € I,

Step 4. Obtain [c;, ],nx: defined by

suchthati € I,,_; and k € I,

Step 5. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [cy]
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In (Eraslan and Cagman, 2017), the authors have introduced an SDM method via fuzzy
soft sets by combining TOPSIS and Grey Relational Analysis. We configure the
proposed method therein as follows:

Algorithm 3.7. EC17(4)
Step 1. Construct fpfs-matrices [af;] = . [af] ....[af;]
Step 2. Obtain [bkj]txn defined by by; := af; such that k € I, and j € I,

Step 3. Obtain [ij]txn defined by

t

by;

' ’ f:1bl]-2 =1
ij = .
1 Z 2
—_, b;i“=0
L&

suchthatk eI, andj € I,

b;j* #0

Step 4. Obtain [d]-l]m<1 defined by

t

1 .
dj; = ?Z Ckj, JEIL

k=1

Step 5. Obtain [e]-l]n><1 defined by

%

e E
i1 =
=1 dll

, JEI,

Step 6. Obtain [f;;] , defined by

(m-1)x

M-
Q
o=

x

=1

suchthati € I,,_; and j € I,

Step 7. Obtain [gif](m—1 _ defined by g;; := e;,fi; such that i € I, ; and j € I,

)%

Step 8. Obtain [gf;] and[g7;] defined by
g1; = max{g;} and gi;:= min {g;;}, je€l,

Step 9. For 1 € [0,1], obtain [hf; : and [hi‘j](m  defined by

m-—1)xn

—-1)x
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min mm{lgu gul}+2 nax max{lgfz = Jul}

Hom max max{lg —gul}#0
) 1~ 9t
hij = |911 9 +/1kr€r}ax max{|gu Iual} k€ly—y L€
{ L pajax I maX{lgll Iul} =0
and
(in min{lgy, = gal} + 2, max max{lgn - gul}
- - | [+ 1 | | » mmax max{|gy, = gul} # 0
hi; = 91j — Gij krer}axl r{éz;lx{ 91 — 9ri} o
\ L rerr max{|gll Gul} =0

suchthati € I,,_; and j € I,

Step 10. Obtain [s7;](m-1)x1 and [s53]an-1)x1 defined by

n

n

1 1

+ + :

shoi=— h: and s; h;,, i€l,_

i1 nz ij i1* n ijr m-1
j=1 j=1

Step 12. Obtain the decision set { k1w, |u, € U}

Guan (2017) has suggested an SDM method based on soft sets to select a house. We
configure the proposed method therein as follows:

Algorithm 3.8. G17(R)

Step 1. Construct an fpfs-matrix [a; i]an

Step 2. Determine a set R of indices such that R € I,
Step 3. Obtain [b;;](m-1)x1 defined by
by = Zaojaij' [ € Ly_4

JER

Step 4. Obtain [c;1](m-1)x1 defined by
n
Ci1 = Z aojaij, i € Im—l

Step 5. Obtain the set V = {ui : by = max bkl}

€lm—1
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Step 6. Obtain the score matrix [s;;]n—1)x1 defined by

{Cil‘ Uu; ev
S'l =
t bili Uu; eUu-V

suchthati € I,,,_;
Step 7. Obtain the decision set {*k1u; |, € U}

In (Liu et al., 2017), the researchers have utilised fuzzy soft sets and ideal solution
approaches. We configure the proposed method therein as follows:

Algorithm 3.9. LQP17(w)

Step 1. Construct an fpfs-matrix [a; i]mxn

Step 2. Obtain [b;;] _  defined by

n
Qyi
j
S R Z apr # 0
k=1 Aok

k=1

suchthati € I,,_; and j € I,

Step 3. Construct the parameters’ optimum solution matrix w := [w, j]lxn suchthat 0 <

wy; < 1, forallj €,

Step 4. Obtain [c;1](m-1)x1 defined by

n
Cin = Zb0j|W1j —by|, i€y
=

Step 5. Obtain the score matrix [s;;]n-1)x1 defined by s;; = Max Cy = Cig such that
i €1y q
Step 6. Obtain the decision set {*k1u |, € U}

Riaz and Hashmi (2017) have benefited fpfs-sets in a problem about determining a
student for an announced scholarship. We configure the proposed method therein as
follows:

Algorithm 3.10. RH17

Step 1. Construct two fpfs-matrices [a;;] and [b;]
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Step 2. Obtain [¢;;]  and [d;]  defined by

nx

-1

m-1
1 1 _
Cj1 = m Z Qpjaij and djl = m Z bOjbij' JASES
i=1

i=

Step 3. Obtain [e;;](m—1)x1 and [fi1]an-1)x1 defined by

n n
1 1
e = ZZ QCrr and fiy = ZZ bixdgr, € Ilp_q
k=1 k=1

Step 4. Obtain the score matrix [s;;]on—1)x1 defined by s;; = e;; + fi; — e;1fi; such

thati € I,,,_4

Step 5. Obtain the decision set {*k1u |, € U}

In (Tas et al., 2017), the authors have applied fuzzy soft sets to the stock management

problem. We configure the proposed method therein as follows:

Algorithm 3.11. TOD17

TOD17 is the same as NRM16(1,,) (Enginoglu et al., 2021) and KM11(I,,) (Enginoglu

and Ongel, 2020). Therefore, we prefer the notation KM11(Z,).

Atagin et al. (2018) have introduced soft distributive max-min decision-making

methods via soft matrices. We configure the proposed methods therein as follows:
Algorithm 3.12. AKO18a

Step 1. Construct two fpfs-matrices [al-]-]mxn1 and [ limxn,

Step 2. Find AND-product fpfs-matrix [c;, | of [a;;] and [by]

mxnqn,

Step 3. Find AND-product fpfs-matrix [dip]mxn _of [by] and [a;;]
172

Step 4. Obtain [e;; ] ;n—1)x1 defined by

min(copcip), Jx 0
ey = max P&k
k 0; ]k = @

suchthati € I,_q, k € I, and J :== {p | 3i, copCip # 0, (k — 1)n, < p < kn,}
Step 5. Obtain [fi;]m-1)x1 defined by
in(do,dip), Ji #
fs = max {L%vr:( ovdip)r Ji %0
¢ 0: _]t = @
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suchthati € I,_q, t € I, and J, == {p | 3i,dgpd;, # 0,(t — Dny <p < tny}
Step 6. Obtain the score matrix [s;;]n—1)x1 defined by s;; == max{e;y, fi; } such that
i€l,

Step 7. Obtain the decision set {*k1u; |, € U}

Algorithm 3.13. AKO180

Step 1. Construct two fpfs-matrices [al-j]man and [bilmxn,

Step 2. Find OR-product fpfs-matrix [c;, | of [a;;] and [by,]

mxnqn,

Step 3. Find OR-product fpfs-matrix [d, | of [by]and [a;;]

mxnqn;

Step 4. Obtain [e;;]m—1)x1 defined by

min(cy,Ciy ), =0
€;1 ‘= max {PE/k( or m) Jk
k O: ]k = ®
suchthati € I,_q, k € I, , and J,, = {p | 3i, copCip # 0,(k — Dn, <p < kn,}

Step 5. Obtain [fi;]n-1)x1 defined by

fi1 = max {%ﬁ?(dwdm), J, # 0
t 0, ]t — ®

suchthati € I,_y, t € I, and J, :== {p | 3i,dgpd;p # 0,(t — Dny <p < tny}
Step 6. Obtain the score matrix [s;;];n—1)x1 defined by s;; :== max{e;y, fi;} such that
i €L,y

Step 7. Obtain the decision set {$ 1w |u, € U}

Here, AKO18a and AKO180 denote AKO18 with AND-product and AKO18 with OR-
product, respectively. Moreover, SDM methods can also be constructed using products
of fpfs-matrices and max-min, min-max, max-max, and min-min decision functions.

In , the researchers have applied fuzzy soft sets
containing multiple measurements in the selecting portfolio. We configure the proposed
method therein as follows:

Algorithm 3.14. AT18(2)

Step 1. Construct fpfs-matrices [af;] = [af] ,-.[af]

Step 2. For A € (0,1), obtain [bif]mxn defined by
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t
1-1
bij = TZ(A k ,k
k=1

suchthati € I;,_; and j € I,
Step 3. Apply Step 3 and 4 of A16 (Enginoglu et al., 2021) to [b;]

In (Karaca and Tas, 2018), the scholars have suggested two SDM
methods using soft sets and fuzzy soft sets for decision-making
problem related to life and non-life insurances. We configure the
proposed methods therein as follows:

Algorithm 3.15. KT18(R)

KT18(R) and MS10(R) (Enginoglu and Ongel, 2020) are the same. Therefore, we prefer
the notation MS10(R).

Algorithm 3.16. KT18/2(R)

KT18/2(R) and KM11(R) (Enginoglu and Ongel, 2020) are the same. Therefore, we
prefer the notation KM11(R).

Liu and Liu (2018) have proposed an SDM method using fuzzy soft sets based on the
TOPSIS method with improved entropy weight. We configure the proposed method
therein as follows:

Algorithm 3.17. LL18(4)

Step 1. Construct an fpfs-matrix [a; i]mxn

Step 2. Obtain [b), defined by

(m-1)x(m-1)

bl, = {X(“U'aki)' LER ke,

0, i=k
such that
1, ai]- = akj
Aii,Agi) =
X( Y k]) {0, ai]- < akj

Step 3. Obtain [Cli]1><n defined by
( Z Z m-— -1 n
S, Y Y bl
1= {Z Zm ? 1b”‘ i L 1=1
j =

1 ib
o -

i=1 k=1 Il=1

3

1l
&
-

, JEI,

|
3

=
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Step 4. Obtain [d;;] - defined by

—1)xn

suchthati € I,,_; and j € I,

Step 5. Obtain [elj]lxn defined by
JEL
Step 6. Obtain [flj]lxn defined by

_ Z £+d”l e+d;; e
fiy = e+ln(m—1) e _n Vete,) 15T
i=

Here, if m = 1, then

- (1 5 is undefined. Similarly, if e;; =0 or d;; =0, then
In (011 ) is undefined. To cope with this drawback, we modify them as — _and

e+Iln(m-1)
In (clj

Step 7. Obtain [glf]1xn defined by g,; :== 1 — f;; such that j € I,

)such that € « 1 is a positive constant, e.g., € = 0.0001.

Step 8. Obtain [hy;] defined by

91j
Y gu’

Step 9. For A € [0,1], obtain [vlj]lxn defined by

hlj = ]EIn

1.71}' = /1a0}+(1_l)h1], ]Eln

Step 10. Obtain [xii](m defined by x;; = vy;a;; such thati € I,,_, and j € I,

-1)xn
Step 11. Obtain [x; 1, and [xij-]lxn defined by xf;:= igln?i(l{xij} and x;; =

ié?nilr_ll{xi j}such that j € I,

Step 12. Obtain [s{]gn-1)x1 and [s;;]m—1)x1 defined by
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Step 13. Obtain the score matrix [s;; ] ;n—1)x1 defined by

S
il -
)= shtsp#0 |
Sip =4St Sin , L€Ly 4
+ - _
1, Ssi1+s7p=0

Step 14. Obtain the decision set { k1w, |u, € U}

In (Pal, 2018), the researcher has modified the SDM method provided in (Cagman et al.,
2011b) for the multi-fuzzy soft sets. We configure the proposed method therein as
follows:

Algorithm 3.18. P18

Step 1. Construct fpfs-matrices [af;] = . [af] ....[af]

Step 2. Obtain [bij]mxn defined by

suchthati € I,_; and j € I,
Step 3. Apply CEC11 (Enginoglu and Ongel, 2020) to [b;]

Porchelvi and Snekaa (2018) have suggested an SDM method using fuzzy soft sets for
multi-criteria decision-making problems. We configure the proposed method therein as
follows:

Algorithm 3.19. PS18

Step 1. Construct fpfs-matrices [a}] ., [af] = ....[af]

Step 2. Obtain [bij]mxn defined by
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suchthati € I;,_; and j € I,

Step 3. Obtain [c;] , defined by c;; == by;b;; such that i € I, , and j € I,

(m-1)x
Step 4. Obtain [dy;] . . defined by
m-—1
Cij
e G 0
— - k=1
dj = m—1
! =0
| m—1’ ki =
k=1

suchthati € I,_, andj € I,

Step 5. Obtain the score matrix [s;1](m—1)x1 defined by

n
Sip= ) dij, 1€ILn 4
=1
Step 6. Obtain the decision set {*ktuy |uy € U}

In (Riaz and Hashmi, 2018), the researchers have modified the SDM method provided
in (Cagman et al., 2011a) to work with two fpfs-sets. We configure the proposed method
therein as follows:

Algorithm 3.20. RH18

Step 1. Construct two fpfs-matrices [a;;] and [b;]

Step 2. Obtain [c;1](m-1)x1 defined by

n

[t —Sanay, Y snlag) =0
—_— ) aya;, sgn(ag;
?:1 sgn(ao,-) = 0y . 0J

=1 .
Ci1 = { 1 ]n , L S Im—l
L oy Z sgn(aoj) =0
Jj=1

Step 3. Obtain [d;; ] m-1)x1 defined by
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n

! ib by, ) sgn(boy) # 0
Z?:lsgn(boj)jzl 0jPij 81{ Do

__ j=1 .
i1 n , LE Im—l

1

= ngn(boj) =0

n .
j=1

Step 4. Obtain the score matrix [s;;]n-1)x1 defined by s;; = ¢;; +dj; — c;1d;; such
thati € I,,,_,

Step 5. Obtain the decision set {* 1w, |u, € U}

Riaz et al. (2018) have propounded an SDM method based on the support sets of the
considered fpfs-sets. We configure the proposed method therein as follows:

Algorithm 3.21. RHF18

Step 1. Construct fpfs-matrices [af;] = . [af] ....[af]

Step 2. For k € I, obtain [bf; ety defined by

-1)X%

k ok
Bk 1, a5;a;;>0
Y0, afalfi=0

suchthati € I,,_; and j € I,

Step 3. For k € I, obtain [ck |

n
k. koo
Ci1 = z bjj, 1€In_4
j=1

Step 4. Obtain the score matrix [s;;]m—1)x1 defined by

(m—)x1 defined by

Step 5. Obtain the decision set {1, |w, € U}

In (Xiao, 2018), the author has offered two SDM methods using hybrid fuzzy soft sets
for medical diagnosis. We configure the proposed methods therein as follows:

Algorithm 3.22. X18

Step 1. Construct an fpfs-matrix [a; i]an

Step 2. Obtain [bij](m—l . defined by

)%
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m-—1
et
—Zm_l , aojakj *0
k=1 aojakj =1
bj = 1 m-1
m—1’ o 0/%kj

suchthati € I,,_; and j € I,

Step 3. Obtain [Clj]lxn defined by

_ym=1,.. . .
crj=e Li=1 bij 1032(5”’1]), JjEI,

Here, if b;; = 0, then logZ(bl-j) is undefined. To cope with this drawback, we modify it
aslog, (e + b;;) such that £ < 1 is a positive constant, e.g., & = 0.0001.
Step 4. Obtain [dy;]  defined by

C.
dij =, J €I

n
k=1 C1k

Step 5. Obtain [el-]-]nxn defined by

0.5, i=jorn=2
Var(dy;)
= , i#j,n#2andVar(dy;) + Var(d;;) # 0
G Var(dy;) + Var(dy;) g () (1)
0, otherwise

such that i,j € I,, and

d 2
iy (- 2 705
[ *
Var(dlk) = Val‘({dll, dlz, Shey dl(k—l)' dl(k+1)’ ey dln}) = ik

n—1
Step 6. Obtain [f;;]  defined by
n
1 .
fij = ;(Z(eik + ekj)) —-05, ,jel,
k=1
Step 7. Obtain [glj]lxn defined by
2 n
91j ‘=§ijk' jEL
k=1
Step 8. Obtain [hlf]1><n defined by hy; := g,;d,; such that j € I,
© 2021 The Authors.
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Step 9. Obtain [vlj]lxn defined by

h,:
L VR

Vyj
] n
k=1 hlk

Step 10. Obtain [xi]-](m_1
L,

Jn, defined by x;; = b;j(1—v,j)suchthati € I,_, and j €

Step 11. Obtain [yli]1><n defined by

m-—1

}’1j’=1—zxij' jEIl,

i=1
Step 12. Apply Step 8-10 of XWL14 (Enginoglu et al., 2021) to [x;;] and [yy;]
Algorithm 3.23. X18/2

Step 1. Construct two fpfs-matrix [aif]an and [y Jmxn,
1
Step 2. Find AND-product fpfs-matrix [Cip]mxn _of [a;;] and [by]
172

Step 3. Apply X18 to [c;p |

Aggarwal (2019) has proposed two SDM methods based on soft sets and fuzzy soft
sets. We configure the proposed methods therein as follows:

Algorlthm 3.24. Alg(R, w, ).1, ).2, 13, 24, }.5)

Step 1. Construct an fpfs-matrix [a; i]mxn

Step 2. Construct w := [Wli]1><n suchthat 0 <w,; <1, forallj €I,

Step 3. For A, A5, A3,A4, A5 € R, obtain [bij]mxn defined by
_(/ll(ai]-)g+Az(aij)2+l3aij+l4)ls >
bij = {¢ o Gij = Wij
0; aij < le

suchthati € I;,_; and j € I,
Step 4. Obtain [Cif]mxn defined by c;; = a;;b;; such thati € I,_; and j € I,,

Step 5. Apply MS10(R) (Enginoglu and Ongel, 2020) to [c;;] such that R € I,
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Algorithm 3.25. A19/2(R)

Step 1. Construct fpfs-matrices [a;,| . [a?,] . ..[af]
1 2 t

Step 2. Determine a set R of indices such that R € I, y,,..n,

Step 3. Obtain [bip]mxnlnzmnt defined by

— k
by, = | | Aijy,

k=1
suchthati € I,_; and p = (j; — Dnyng ..ng + (j, — Dngng ..ng + -+ + j;
Step 4. Obtain the score matrix [s;1](m—1)x1 defined by
su = max{bopbip}
such thati € I,,_;

Step 5. Obtain the decision set {*k1u; |, € U}

In (Ma et al., 2019), the authors have applied fuzzy soft sets to measure the similarity of
the websites. We configure the proposed method therein as follows:

Algorithm 3.26. MLQFG19

MLQFG19 is the same as FILL10/2m (Enginoglu and Ongel, 2020). Therefore, we will
prefer the notation FJLL10/2m.

Sandhiya and Selvakumari (2019a) have applied fuzzy soft sets to specify an eligible
candidate for a company. We configure the proposed method therein as follows:

Algorithm 3.27. SS19
Step 1. Construct fpfs-matrices [a;] ., [af] . ...[af]

Step 2. Obtain [bij]mxn defined by b;; = ngc{afj} such thati € I,_, and j € I,

Step 3. Obtain [ci ] im-1)x(m-1) defined by

n
uei= Y boga(hip bi), Lk € s

j=1
such that

1, b"] = bk}
x(bij, bij) = {0' by; < by
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Step 4. Obtain [d;;]n—1)x1 defined by

m-1

diy = Z Ciky L €In_y

k=1
Step 5. Obtain [e;;](m-1)x1 defined by

m-1

€jy = Z Crir L€ Lp_y

k=1
Step 6. Obtain the score matrix [s;;]n—1)x1 defined by
Sp=dip tepn, €Ly,
Step 7. Obtain the decision set {$itu |u, € U}

In (Sandhiya and Selvakumari, 2019b), the scholars have applied fuzzy soft sets to a
decision-making problem based on teaching evaluation performance. We configure the
proposed methods therein as follows:

Algorithm 3.28. SS19/2

t

Step 1. Construct fpfs-matrices [a;]  ,[af] . ...[af;]

Step 2. Obtain [b;;] _  defined by

suchthati € I,_;andj € I,

Step 3. Obtain [c;;] defined by

( by
L Z by, # 0
i=1bo =
COj = n
DY
l Tl’ ol —
1=1
and
————, max bl]- *0
) max bl]- 1€ln—1
Cij = N i€lm—
1, max bl]- =0
1€lm_q
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such thati € I,,,_; andj € I,

Step 4. Obtain the score matrix [s;;]n-1)x1 defined by

n
Si1 = Zcojcij' [ €Ly
j=1

Step 5. Obtain the decision set {*k1u,, |u;, € U}

Algorithm 3.29. SS19/3
Step 1. Construct fpfs-matrices [af;] =, [af] ... [afj]

Step 2. Obtain [bij]mxn defined by

suchthati € I,_;andj € I,

Step 3. Obtain [Cij]mxn defined by

bo
- ]b ) Zb‘” #0
1=1bor &
o ! , b 0
E; z ol —
=1
and
m—1
bij Z
e b;; #0
Iiithy &
Cij = _

m—1
1
eI
=1

such thati € I,,,_, andj € I,

Step 4. Obtain the score matrix [s;;](m—1)x1 defined by
n
Si1 = Ecojcij, i€, 4
j=1
Step 5. Obtain the decision set {*k1u,|u;, € U}
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Algorithm 3.30. SS19/4
Step 1. Construct fpfs-matrices [a;] ., [a%] ... [afj]

Step 2. Obtain [b;;] _ defined by

suchthati € I;,_;andj € I,

Step 3. Obtain [Cif]mxn defined by

W =1
COj - n
1
l oy by, =
=1
and
bl'j - lmin bl]
(3¢
mol max by; # m1n blj
c max b;; — m1n bl} 1€lm—1
i’ l€Lp_q €Ly —
1, max b;; = lmln b;

1€y
suchthati € I,_;andj € I,

Step 4. Obtain the score matrix [s;1](m—1)x1 defined by

n
E Cl] ’ m—l
=

Step 5. Obtain the decision set {*k1u, |u;, € U}

Sharma and Singh (2019) have examined the cleanliness ranking of public health centres
using fuzzy soft sets. We configure the proposed method therein as follows:

Algorithm 3.31. SS19/5(w)
Step 1. Construct fpfs-matrices [af;] = . [af] ... [afj]

Step 2. Obtain [by; ]« defined by
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1 _k k.1 1 n m-1 n m-1
X1 Xt ag;aa0;aq; k k)2 Lab)?
b = > > (aojaij (aojaij) #0
1k ok TN = = o=t L=
L\/Z;an?; (aojaij) \/Z?=12ﬁ1 (aojaij) J=1 =1 J=1 =1
0, otherwise

such that k,l € I,

Step 3. Obtain [cy4].x, defined by

Zf=1 £k bkl
Cp1 = ﬁ, kel

Step 4. Obtain [d, ], defined by

t

Ck1
Zit , z 1 #+0
1=1C1 -

dyy = e , kel

1 Z —o
tt C1 =

=1

Step 5. Obtain [eij](m_1 . defined by e;; := Yi_, dyafj such that i € I,,_, and j € I,

)X
Step 6. Construct w == [Wli]1><n suchthat0 S w,;; < land X}, wy; =1

Step 7. Obtain the score matrix [s;;]m-1)x1 defined by s;; = ¥7_, w,je;; such that i €
Ly

Step 8. Obtain the decision set {*k1u; |u, € U}

In (Wang and Qin, 2019), the authors have provided an SDM approach using modal-
style operators of fuzzy soft sets. We configure the proposed method therein as follows:

Algorithm 3.32. WQ19

Step 1. Construct an fpfs-matrix [a; i]an
Step 2. Obtain [b;; ] ;n-1)x1 defined by
b = min{xij}, € lny

such that

i = { 1, Qpj < a;j
ii =
J ai]-, aoj >ai]-

Step 3. Obtain [c;;]m-1)x1 defined by

Cip = max{min{aoj, ai]-}}, L€, 4
J€In
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Step 4. Obtain the score matrix [s;;]n—1)x1 defined by
Sip=bip + ¢, 1€ Ly
Step 5. Obtain the decision set {*k1u; |, € U}

Zou et al. (2019) have constructed an SDM method based on soft sets and aggregation
operators. We configure the proposed method therein as follows:

Algorithm 3.33. ZCW19(8, §)
Step 1. Construct fpfs-matrices [aj;] ., [af] . ..[af]

Step 2. Obtain [ ] (m—1)x: defined by

n

— k .k
by, = Z QAojaij

j=1
suchthati € I,_; and k € I,

Step 3. Construct & := [8;x]1x: SUChthat 0 < &, < land Yh_; 61 =1

Step 4. Obtain [cy ] m—1)x: defined by c; = t8;, by, such thati € I,,,_; and k € I,

Step 5. For all i € I,_;, obtain [di], , such that [d},] denote the non-increasing-
sorted elements of the i row of [c;;]

Step 6. Construct 6 := [0, ]1x¢ Suchthat 0 < 6, < land Yi_, 0., =1

Step 7. Obtain the score matrix [s;;];n—1)x1 defined by

t
— i :
Si1 = Z Ordin,  1E€Ip—q
=

Step 8. Obtain the decision set {1, |u, € U}

In (Zhang and Zhan, 2019), the researchers have presented an SDM method modelling
a company’s recruitment scenario via fuzzy soft f-covering sets. We configure the
proposed method therein as follows:

Algorithm 3.34. ZZ19(4,y)
Step 1. Construct an fpfs-matrix [a; j]mxn
Step 2. Construct y == [y;1](m-1)x1 Suchthat 0 <y;; < 1, foralli € I,,,_;

Step 3. For 4 € (0,1], obtain [b;; ] m-1)x(m-1) ad [Cite] m—-1)x(m-1) defined by
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minjagia;;if, R, + O
by = {jERk{ ot R , Lk €l
0, Rk = Q)
and
minyay;agif, R;i#®
Cip = {jERi{ 0J k]} ' , Lk€l,_4
0, Ri = @

such that R, == {j : a;; > 2}, forall L € I,_,
Step 4. Obtain [d;; ] ;n—1)x1 defined by

diy = kgllin {max{1 — by;, 1 — ki, Vi1 3}, L€1ln 4
m-1

Step 5. Obtain [e;;](m-1)x1 defined by
€y = Max {min{by;, cri, Y11}, L€ lpq
€lp—1
Step 6. Obtain the score matrix [s;;]m—1)x1 defined by s;; == y;; + d;; + e;; such that
Step 7. Obtain the decision set {*k1u; |u, € U}

Differently from the above methods ranking the alternatives, MD18 (Mondal and De,
2018) and ND18 (Neog and Dutta, 2018) rank the alternatives’ sets. Therefore, in the
following section, they have not been compared with the others.

In (Mondal and De, 2018), the authors have provided an SDM method using fuzzy soft
sets. We configure the proposed method therein as follows:

Algorithm 3.35. MD18
MD18 and ND18 are the same. Therefore, we prefer the notation ND18.

In (Neog and Dutta, 2018), the authors have provided an application of fuzzy soft sets to
decision-making. We configure the proposed method therein as follows:

Algorithm 3.36. ND18
Step 1. Construct fpfs-matrices [ailj]mxn’ [aizj]mxn’ [aitj]mxn such that U; # U, #
R Ut

Step 2. For k € I,, obtain [bfj]lxn defined by

m-1

1
k k k :
b= = 2, sty JE
i=
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Step 3. Obtain the score matrix [sy;];x; defined by

n
skl:zzbfj' kEIt
=1

Step 4. Obtain the decision set {S"klUk|Uk € {Uy, Uy, ..., Ut}}

Moreover, KAS18aa and KAS18aa/2 (Kamaci et al., 2018) have dealt with multi-case
constructed by multi-expert via soft matrices. Therefore, in the following section, they
have not been compared with the others. We configure the proposed method therein as
follows:

Algorithm 3.37. KAS18aa

Step 1. Construct fpfs-matrices

11 ] 2L ] . t1 ]

Wiilimy+1)xn, ' V2)1d(my+1)xn, " " U met1)xn,

12, ] 22 ] e [at? ]

Wizdimy+1)xn,' L202d(my+1)xn," ' V2 (met1)xn,”
[ illsjs](m1+1)><ns' iZZSjs](m2+1)><ns’ o [ itfsjs](mt+1)><ns
Step 2. Obtain
[bl111] = [aﬂh ll]l]m X1y 1211] = [a011 12]1]m2xn [blth] [a0]1 Lth]mtxnl
[bll12}z] - [a0]1 l1]z]m1><n2 lz]z] - [a0}1 lsz]mzxn [blttzjz] [a0]1 lt]z]mtan
[blus] [a0}1 lus]m g lst] [a0]1 lst]m wng [bltls] [aOJlalttsjs]mtXn

Step 3. Find AND-product fs-matrices (Cagman and Enginoglu, 2012)

[lelp]nlxmlmz...mt of [bllh] [blzh] ! [blttlh]

[Cjzzp]nzxmlmz...mt of [blllzlz] [blzzzlz] ! [blttzlz]
T

[C]ip]nsXmlmz...mt of [blllsls] [blzzsls] ! [blttSJs]

SUCh that p= (il - 1)m2m3 My + (lz - 1)m3m4 .My + -+ I:t

© 2021 The Authors.
Published by Firouzabad Institute of Higher Education, Firouzabad, Fars, Iran



SDM Methods’ Configurations (2017-2019) and ... 69

Step 4. Find AND-prOdUCt fs-matrix ~ (Cagman and  Enginoglu,  2012)

T -
[va]mlmz...mtxnlnz-nns [ 1117] [ zp] - [C]ip] such that v=_j—
1)n2n3 N + (]'2 — 1)n3n4 T O + - +]S

Step 5. Obtain the score matrix [sl,,l]mlmz__m><1 defined by
ninyz--Ng
) 1
Sp1 = m Chv, DE Imlmz...mt

v=1
such  that  p = (ky — Dmyms..m + (k; — Dmgm, ..m; +--+k,  and
(ukl,ukz,..-,ukt) € U xUyx-+-xU,

Step 6. Obtain the decision set {1 [uy, = (wg,, g, -+, Uk, ) }

Algorithm 3.38. KAS18aa/2

2

Step 1. Construct fpfs-matrices [af, J](m1+1)xn1 a? j](mz+1)><n1’ v, at, j](mt+1)><n1 an

1 2
[bilk](m1+1)><nzl bizk](m2+1)><n2 [ ekl +1)xn,

Step 2. Obtain
[cd;] = [afluaillj]mlx,l [cZ, [agiaizz}']mzmll =[] = [agjaitfj]mtxnl and
[dl1k [bokbllk

[dlzk [bOkbLZk Maxny [dltk] [bokbltk]m X1y

Step 3. Find AND-product fs-matrices (Cagman and Enginoglu, 2012)

mqXn;

T T T
[efp]nlxmmz...m of [c ;] [cZ] -+ [eis] and [fiepl, .y m, OF [di]" a2,

[dltk] SUCh that p == (il - 1)m2m3 ...mt + (iz - 1)m3m4 ...mt + b + it
Step 4. Find AND-product fs-matrices (Cagman and Enginoglu, 2012)

[gp"]mlmz...mtxnlnz of [epj]mlmz...mtxnl and [fpk]mlmz...mtxnz such that v =
(j— Dn, + kand

and [e,;] such that v =

[ pV] 0 [fpk]
MyMmy..MeXNqNy MmyMmy..Mmexny mimy..mexng

(k—1Dny +j

Step 5. Obtain [x,,] defined by

mymy..mex1

min *0
Xp1 = max {VEIk (gpv) Je
01 ]k =
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such that J;, == {v | 3p, I #0,(k —Dny <v < kn,},p € Lymy..m @Nd k € Ly,

Step 6. Obtain [y, |  defined by

mymy..mex

min(h,, ), *0
i max {ve,t( ) i
¢ 0, Je=0

such that J, = {v [3p, hyy #0,(t—Dn; <v < tnl}, D € lmym,.mp and t € I,

Step 7. Obtain the score matrix [Spl]m defined by s,; = max{x,y,¥,,} such

1My..meX1
that 1% S Im1mz...mti p= (kl - 1)m2m3 My + (kz - 1)m3m4 My + - 4 kt: and
(wrey Uky -, Up) € UpxUyx-+-xU,

Step 8. Obtain the decision set {*k1u Juy = (g, U, -+ ur) }

Here, the notation aa in KAS18aa and KAS18aa/2 indicates that AND-product is used in
the methods two times. KAS18 and KAS18/2 employ two of AND-product, OR-product,
ANDNOT-product, ORNOT-product etc. If the methods use AND-product firstly and
OR-product secondly, then the methods are denoted KAS18ao and KAS18ao/2.

4. Results of Test Cases

This section tests the configured SDM methods using five test cases provided in

. Test cases are based on five situations in which an expert can
naturally rank alternatives. If an SDM method produces the ranking order provided in a
test case, it is said to accomplish the test case. Table 4 shows in which test cases the
methods are successful. For example, while P18 pass in all the tests cases, PS18 only in
Test Case 1, 2, and 5. For more details about the test cases, see

In these test cases, the methods employing a single matrix work with the first fpfs-
matrices in each test case. Similarly, the methods utilising double matrices employ the
first two fpfs-matrices. Furthermore, the other methods utilise all the fpfs-matrices

. Table 4 shows that 18 of 30 methods, namely EC17(4),
G17(R), LQP17(w), RH17, AKO18a, AKO180, AT18(1), LL18(1), P18, RH18,
A19(R,w, A1, A5, 43,44, 15), AL9/2(R), SS19/2, SS19/3, SS19/4, SS19/5(w),
ZCW19(6,6), and ZZ19(4,y), pass all the tests. Moreover, the numbers of the passed
tests are provided in the last column of Table 4.
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Table 4. Success of the methods in the test cases

71

Algorithms\Test Cases

Test
Case 1

Test
Case 2

Test
Case 3

Test
Case 4

Test
Case 5

Passed
Test’s
Numbers

AM17(0, 9, )

AM17/2(®, ®, 8)

AM17/3(5, 0,0, 0)

AM17/4(5,0,9, ®)

AM17/5(5,0,9, ®)

AM17/6(5, 0, ®, @)

EC17(0.5)

G17(1y)

©|®|N|o [0~ W N

LQP17([1111])

=
=

RH17

11.

AKO18a

12.

AKO180

13.

AT18(0.95)

14.

LL18(0.5)

15.

P18

SN LS DN ENG PN EN EN P BN

SN LS DN ENO PO EN EN P BN

16.

PS18

17.

RH18

SN NG N E N E N N E N P D P PN PN RN EN EN EN S

SN N N E N E N N RN P DG P PN PN DN EN EN EN S

18.

RHF18

19.

X18

20.

X18/2

21.

A19(1,,[0.4 0.4 0.40.4],1,1,1,1,2)

22.

A19/2(I,,)

SN ENE EN S

N ENE EN IS

23.

SS19

24.

SS19/2

&

&

25.

SS19/3

&

&

26.

SS19/4

SN LN EN ENO P N ENO R NG ENO PG N E RN O E P N EN PG EN EN PN EN BN I

g |jo |0k, oo w|w( (ko |lwlo|jo o (oo |o |0 |0 oW | wiw|w| w|lw

217.

$S19/5([0.25 0.25 0.25 0.25]) (Test 1,2,5)
$S19/5([0.1818 0.2272 0.2727 0.3181]) (Test 3)
$519/5([0.3181 0.2727 0.2272 0.1818]) (Test 4)

&

28.

WQ19

29.

zewns(f5 5 5.5 551)

30.

7719(0.5,[0.35 0.45 0.55 0.65]7) (Test 1)
7719(0.5,[0.65 0.55 0.45 0.35]7) (Test 2)
7719(0.5,[0.25 0.25 0.25 0.25]7) (Test 3, 4)
7219(0.5,[0.5 0.5 0.5 0.5]7) (Test 5)

Total

27

28

19

19

30

18 (5)
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5. An Application of Some of the Configured Methods to a PVA Problem

This section ranks the noise-removal filters provided in (Erkan and Gokrem, 2018;
Srinivasan and Ebenezer, 2007; Esakkirajan et al., 2012; Toh and Isa, 2010; Tang et al.,
2016; Erkan et al., 2018; Enginoglu et al., 2019a), obtained by the configured methods
herein. Therefore, firstly, we present the results of the filters in (Enginoglu et al., 2019a)
produced by the quality metrics Peak Signal-to-Noise Ratio (PSNR), Structural
Similarity (SSIM) (Wang et al., 2004), and Visual Information Fidelity (VIF) (Sheikh
and Bovik, 2006) for 20 traditional images at noise density occurring between 10% and
90% in Table 5, 6, and 7, respectively. Moreover, the bold values in the tables signify
the filters with the best performance.

Table 5. Mean-PSNR results for the 20 traditional images with different noise densities

Filters/Noise Densities| 10% 20% 30% 40% 50% 60% 70% 80% 90%
BPDF 36.98 | 3354 | 31.03 | 28.88 | 26.82 | 24.60 | 21.98 | 17.74 | 10.51
DBAIN 3752 | 3429 | 31.96 | 29.83 | 27.86 | 25.89 | 2390 | 21.55 | 18.55
MDBUTMF 36.80 | 32.18 | 29.02 | 28.48 | 28.81 | 28.34 | 26.95 | 23.42 | 15.29
NAFSMF 36.08 | 33.27 | 31.49 | 30.15 | 29.02 | 27.96 | 26.82 | 25.47 | 22.34
DAMF 39.58 | 36.33 | 34.14 | 32.45 | 30.99 | 29.64 | 28.28 | 26.69 | 24.35
AWMF 36.34 | 35.00 | 33.83 | 32.69 | 31.47 | 30.14 | 28.68 | 26.99 | 24.70
ARmMF 40.04 | 37.12 | 35.14 | 3353 | 31.99 | 30.45 | 28.86 | 27.08 | 24.74

Table 6. Mean-SSIM results for the 20 traditional images with different

noise densities

Filters/Noise Densities | 10% 20% 30% 40% 50% 60% 70% 80% 90%

BPDF 0.9783 | 0.9536 | 0.9229 | 0.8838 | 0.8323 | 0.7634 | 0.6680 | 0.5096 | 0.2585
DBAIN 0.9796 | 0.9584 | 0.9315 | 0.8968 | 0.8520 | 0.7949 | 0.7213 | 0.6265 | 0.4966
MDBUTMF 0.9774 | 0.9197 | 0.8117 | 0.7973 | 0.8399 | 0.8410 | 0.8025 | 0.7023 | 0.3566
NAFSMF 0.9748 | 0.9504 | 0.9248 | 0.8973 | 0.8666 | 0.8320 | 0.7910 | 0.7357 | 0.6190
DAMF 0.9854 | 0.9699 | 0.9516 | 0.9303 | 0.9051 | 0.8748 | 0.8368 | 0.7846 | 0.6964
AWMF 0.9728 | 0.9622 | 0.9484 | 0.9315 | 0.9098 | 0.8816 | 0.8437 | 0.7904 | 0.7028
ARmMF 0.9868 | 0.9735 | 0.9581 | 0.9400 | 0.9173 | 0.8880 | 0.8491 | 0.7947 | 0.7056

Table 7. Mean-VIF results for the 20 traditional

images with different noise densities

Filters/Noise Densities | 10% 20% 30% 40% 50% 60% 70% 80% 90%
BPDF 0.8188 | 0.6858 | 0.5659 | 0.4564 | 0.3529 | 0.2541 | 0.1614 | 0.0783 | 0.0334
DBAIN 0.8548 | 0.7319 | 0.6179 | 0.5119 | 0.4095 | 0.3128 | 0.2229 | 0.1365 | 0.0635
MDBUTMF 0.8272 | 0.6713 | 0.5044 | 0.4420 | 0.4310 | 0.3978 | 0.3302 | 0.2212 | 0.0730
NAFSMF 0.7902 | 0.6751 | 0.5828 | 0.5030 | 0.4307 | 0.3604 | 0.2897 | 0.2129 | 0.1226
DAMF 0.8787 | 0.7816 | 0.6943 | 0.6162 | 0.5437 | 0.4731 | 0.3998 | 0.3096 | 0.1913
AWMF 0.7896 | 0.7366 | 0.6789 | 0.6181 | 0.5533 | 0.4833 | 0.4066 | 0.3129 | 0.1928
ARmF 0.8832 | 0.7975 | 0.7210 | 0.6474 | 0.5741 | 0.4974 | 0.4158 | 0.3182 | 0.1955
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In this PVA problem, the alternatives are indicated as u, := “BPDF”, u, := “DBAIN”,
us = “MDBUTMF”, u, := “NAFSMF”, us := “DAMEF”, ug :== “AWMF”, and u, =
“ARmF” such that U = {uy, u,, us, uy, us, ug, u;}. Moreover, the parameters are denoted
by x; = “SPNratio 10%”, x, = “SPN ratio 20%”, x5 = “SPN ratio 30%”, x, = “SPN
ratio 40%”, x5 := “SPN ratio 50%”, x, := “SPN ratio 60%”, x, := “SPN ratio 70%”,
Xg = “SPN ratio 80%”, and xg:= “SPN ratio 90%” such that E =
{x1, %2, X3, %4, X5, X6, X7, Xg, Xo }.

Suppose that the noise removal performances of the filters at high noise densities are
more significant than at the other densities. In such a case, it is anticipated that the
membership degrees at high noise densities are greater than at the other noise densities.
In other words, the first rows of the fpfs-matrices are considered to be
[0.10.20.30.40.50.60.70.80.9] herein. Furthermore, while the SSIM and VIF
values are in the interval [0,1], the PSNR values are not. Hence, the PSNR values are
normalised via the maximum value provided in Table 5 to construct the fpfs-matrix [aij].

Thus, Table 5, 6, and 7 can be represented with fpfs-matrices [a;;]_ . [b;], ., and

[cij],, ., @ follows:

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.9236 0.8377 0.7750 0.7213 0.6698 0.6144 0.5490 0.4431 0.2625
0.9371 0.8564 0.7982 0.7450 0.6958 0.6466 0.5969 0.5382 0.4633
0.9191 0.8037 0.7248 0.7113 0.7195 0.7078 0.6731 0.5849 0.3819
0.9011 0.8309 0.7865 0.7530 0.7248 0.6983 0.6698 0.6361 0.5579
0.9885 0.9073 0.8526 0.8104 0.7740 0.7403 0.7063 0.6666 0.6081
09076 0.8741 0.8449 0.8164 0.7860 0.7527 0.7163 0.6741 0.6169
£1.0000 0.9271 0.8776 0.8374 0.7990 0.7605 0.7208 0.6763 0.6179-

[ai;] =

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.9783 0.9536 0.9229 0.8838 0.8323 0.7634 0.6680 0.5096 0.2585
0.9796 0.9584 0.9315 0.8968 0.8520 0.7949 0.7213 0.6265 0.4966
0.9774 09197 0.8117 0.7973 0.8399 0.8410 0.8025 0.7023 0.3566
109748 09504 09248 0.8973 0.8666 0.8320 0.7910 0.7357 0.6190
0.9854 0.9699 0.9516 0.9303 0.9051 0.8748 0.8368 0.7846 0.6964
0.9728 0.9622 0.9484 0.9315 0.9098 0.8816 0.8437 0.7904 0.7028
10.9868 0.9735 0.9581 0.9400 0.9173 0.8880 0.8491 0.7947 0.7056

and
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ro.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.8188 0.6858 0.5659 0.4564 0.3529 0.2541 0.1614 0.0783 0.0334
0.8548 0.7319 0.6179 0.5119 0.4095 0.3128 0.2229 0.1365 0.0635
0.8272 0.6713 0.5044 0.4420 0.4310 0.3978 0.3302 0.2212 0.0730
0.7902 0.6751 0.5828 0.5030 0.4307 0.3604 0.2897 0.2129 0.1226
0.8787 0.7816 0.6943 0.6162 0.5437 0.4731 0.3998 0.3096 0.1913
0.7896 0.7366 0.6789 0.6181 0.5533 0.4833 0.4066 0.3129 0.1928
L0.8832 0.7975 0.7210 0.6474 0.5741 0.4974 0.4158 0.3182 0.1955-

[ci] =

Eight of the SDM methods having passed all the test cases, namely G17(1,), LQP17([1
11111111]),LL18(0.5), A19(ls, [0.40.40.4040.404040404],1,1,1,1,2),
and ZZ19(0.5, [0.6440 0.6975 0.6918 0.7287 0.7838 0.7766 0.8018]"), employ only
an fpfs-matrix. Similarly, RH17, AKO18a, AKO180, and RH18 utilise two fpfs-matrices,
and EC17(0.5), AT18(0.05), P18, A19/2(1;,4), SS19/2, SS19/3, SS19/4, SS19/5([0.0222
0.0444 0.0667 0.0889 0.1111 0.1333 0.1556 0.1778 0.2000]), and ZCW19([1/3 1/3 1/3],
[1/3 1/3 1/3]) work with multiple fpfs-matrices.

Secondly, we apply the SDM methods to the aforesaid fpfs-matrices [al-j]gxg, [bij]SXg,
and [Cij]gxg' The decision sets and ranking orders produced by these SDM methods are

manifested in Table 8 and 9, respectively. The last column in Table 9 shows the number
of the methods producing the same ranking order. The results provided in Table 8 are
obtained by MATLAB R2020b using the aforesaid fpfs-matrices.

Table 8. Decision sets produced by SDM methods (in the event of more-importance-
attached noise removal performance at high noise densities)

Algorithms Matrices Decision Sets
G17(I) [ay] {°BPDF, ®3***DBAIN, **11°°MDBUTMF, ®*’>'NAFSMF, °*152DAMF, ®*37¢AWMF, *ARmF}
LQP17([111111111]) [ay] {°BPDF, ®3***DBAIN, **11°MDBUTMF, ®*’>'NAFSMF, **152DAMF, ®*37¢AWMF, *ARmF}
LL18(0.5) [ay] {°BPDF, ®446*DBAIN, ®**>*MDBUTMF, ®732NAFSMF, ®?*DAMF, *93*SAWMF, 'ARmF}
Alg(l‘?v [04 0404040404 0 0.1118 0.0266 0.3943 0.8381 0.9731 1
040404 1.1,1.1, 2) [ay] {°BPDF, ®1118DBAIN, ®26MDBUTMF, ®***3NAFSMF, ®#*1DAMF, **7*AWMF, 'ARmF}
Z719(0.5, [0.6440 0.6975
0.6918 0.7287 0.7838 [ay] {°BPDF, ®33%DBAIN, *3°26MDBUTMF, *5*¢>NAFSMF, *$85°DAMF, %3 AWMF, "ARmF}
0.7766 0.8018]")
RH17 [ai]. [by]  |{°BPDF, ®***'DBAIN, ®371SMDBUTMF, “¢7**NAFSMF, ®“287DAMF, %3 AWMF, ARmF}
AKO18a [ay], [by]  |{°3?*°BPDF, %683°DBAIN, "MDBUTMF, **5**NAFSMF, *728DAMF, *S926AWMF, "ARmF}
AKO180 [a;], [byy]  |{°BPDF, %221°DBAIN, ®5¢*4MDBUTMEF, °71>*NAFSMF, ®*52°DAMF, **8 AWMF, 'ARmF}
RH18 la;], [b;;]  |{°BPDF, %4242DBAIN, ®3*2MDBUTMEF, °7*3’NAFSMF, ***3*DAMF, **58' AWMF, 'ARmF}
EC17(0.5) [ai;], [byj]. [c;j] [{°BPDF, °323*DBAIN, %2366MDBUTMF, *432SNAFSMF, ®#**DAMF, *6261 AWMF, ARmF}
AT18(0.05) [a;]. [bij]. [c;j] |{°BPDF, ®4°73DBAIN, ®+18°MDBUTMF, *7°**NAFSMF, ®2**DAMF, ®95*AWMF, 'ARmF}
P18 [ai]. [bij]. [cij] |€°7*3°BPDF, 828°DBAIN, ®8336MDBUTMF, ®8867NAFSMF, ®9782DAMF, *7S AWMF, ' ARmF}
© 2021 The Authors.
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Algorithms Matrices Decision Sets

AL19/2(1,50) [a;]. [bij]. [c;j] |{°BPDF, “1¢*°DBAIN, ®4178MDBUTMF, *43**NAFSMF, ®#8°DAMF, ®****AWMF, 'ARmF}
$s19/2 [ai;], [byj]. [c;5] |{°BPDF, ®3+4°DBAIN, %4°16MDBUTMEF, *$°2ONAFSMF, ®?5*DAMF, ***?3AWMF, 'ARmF}
$s19/3 [ai;], [byj]. [c;5] |{°BPDF, ®3678DBAIN, ®382MDBUTMEF, *6355NAFSMF, ®35DAMF, ®9522AWMF, 'ARmF}
SS19/4 [ai;], [byj]. [e;5] |{°BPDF, ®326°DBAIN, ®3535MDBUTMEF, ®S37°NAFSMF, ®*'SDAMF, ®9**¢AWMF, 'ARmF}

$519/5([0.0222 0.0444 0.0667
0.0889 0.1111 0.1333 | [ay;], [bi;]. [cij] [{°BPDF, °3336DBAIN, °383°MDBUTMF, ®*°®°NAFSMF, “?28°DAMF, ®***AWMF, *ARmF}
0.1556 0.1778 0.2000])
111 111
zewns([3 33 [35:])

333 333

[ai;], [byj]. [e;5] |{°BPDF, ®3523DBAIN, ®3832MDBUTMEF, *6°’NAFSMF, ®?”°DAMF, ***"AWMF, 'ARmF}

The ranking orders in Table 9 demonstrate that the ranking orders of G17(l,), LQP17([1
1111111 1]), AKO18o, AT18(0.05), P18, Al19/2(I;,,), SS19/2, SS19/3,
S$S19/5([0.0222 0.0444 0.0667 0.0889 0.1111 0.1333 0.1556 0.1778 0.2000]), and

ZCng(E % %] , E % i]) are the same.
Moreover, LL18(0.5), A19(l,, [0.40.40.40.40.404040404],1,1,1, 1, 2), RH17,
and RH18 produces the same ranking orders just as ZZ19(0.5, [0.6440 0.6975 0.6918
0.7287 0.7838 0.7766 0.8018]") and EC17(0.5) do. On the other hands, the ranking order
of AKO18a is more incoherent than the others.

The results manifest that the decision-making skills of the SDM methods herein are
almost the same except AKO18a, and they agree that ARmF performs better than the
other filters according to their SPN removal performance. Furthermore, the SDM
methods except AKO18a agree that BPDF displays the minimum SPN removal
performance compared to the others.

Table 9. Ranking orders produced by SDM methods (in the event of more-importance-
attached noise removal performance at high noise densities)

Algorithms Ranking Orders Frequency
G17(1y) BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
LQP17([111111111)) BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
LL18(0.5) BPDF<MDBUTMF<DBAIN<NAFSMF<DAMF<AWMF<ARmMF 4
AL9(0,, [0512]41011014103)04 0404 BPDF<MDBUTMF<DBAIN<NAFSMF<DAMF<AWMF<ARmMF 4
2213(32587[3%22 gg%g gggigf) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 2
RH17 BPDF<MDBUTMF<DBAIN<NAFSMF<DAMF<AWMF<ARMF 4
AKO18a MDBUTMF<BPDF<NAFSMF<AWMF<DBAIN<DAMF<ARmMF 1
AKO180 BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARmMF 10
RH18 BPDF<MDBUTMF<DBAIN<NAFSMF<DAMF<AWMF<ARmMF 4
EC17(0.5) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 2
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Algorithms Ranking Orders Frequency
AT18(0.05) BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
P18 BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
A19/2(1;,4) BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
$S19/2 BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
$S19/3 BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF 10
SS19/4 BPDF<DBAIN<MDBUTMF<NAFSMF<AWMF<DAMF<ARmMF 1

SS19/5([0.0222 0.0444 0.0667 0.0889
0.1111 0.1333 0.1556 0.1778 0.2000])

BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARMF

10

zowss([; 53] 331)

BPDF<DBAIN<MDBUTMF<NAFSMF<DAMF<AWMF<ARmMF

10

On the other hand, assume that the noise removal performances of the filters at low noise
densities are more significant than at the higher densities. In such a case, it is anticipated
that the membership degrees at low noise densities are greater than at the higher noise
densities. In other words, the first rows of the fpfs-matrices are considered to be
[0.90.80.7 0.6 0.5 0.4 0.30.20.1] herein. Therefore, Table 5, 6, and 7 can be
represented with fpfs-matrices [d;;], . [ei;], ., and [fi;],, , as follows:

[dij] =
r0.9 0.8 0.7
[el-]-] =
and
© 2021 The Authors.

r0.9 0.8 0.7
0.9236 0.8377 0.7750 0.7213 0.6698 0.6144 0.5490 0.4431
09371 0.8564 0.7982 0.7450 0.6958 0.6466 0.5969 0.5382
0.9191 0.8037 0.7248 0.7113 0.7195 0.7078 0.6731 0.5849
0.9011 0.8309 0.7865 0.7530 0.7248 0.6983 0.6698 0.6361
0.9885 0.9073 0.8526 0.8104 0.7740 0.7403 0.7063 0.6666
0.9076 0.8741 0.8449 0.8164 0.7860 0.7527 0.7163 0.6741
11.0000 0.9271 0.8776 0.8374 0.7990 0.7605 0.7208 0.6763

8%

0.6 0.5 0.4 0.3 0.2

0.6 0.5 0.4 0.3 0.2

0.9783 0.9536 0.9229 0.8838 0.8323 0.7634 0.6680 0.5096
09796 0.9584 0.9315 0.8968 0.8520 0.7949 0.7213 0.6265
09774 09197 0.8117 0.7973 0.8399 0.8410 0.8025 0.7023
09748 0.9504 0.9248 0.8973 0.8666 0.8320 0.7910 0.7357
0.9854 0.9699 0.9516 0.9303 0.9051 0.8748 0.8368 0.7846
09728 0.9622 0.9484 0.9315 0.9098 0.8816 0.8437 0.7904
10.9868 0.9735 0.9581 0.9400 0.9173 0.8880 0.8491 0.7947
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0.1 7
0.2625
0.4633
0.3819
0.5579
0.6081
0.6169
0.6179

0.1

0.2585
0.4966
0.3566
0.6190
0.6964
0.7028
0.7056
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0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1
0.8188 0.6858 0.5659 0.4564 0.3529 0.2541 0.1614 0.0783 0.0334
0.8548 0.7319 0.6179 0.5119 0.4095 0.3128 0.2229 0.1365 0.0635
_ 108272 0.6713 0.5044 0.4420 0.4310 0.3978 0.3302 0.2212 0.0730
[fij] "~ 107902 0.6751 0.5828 0.5030 0.4307 0.3604 0.2897 0.2129 0.1226
0.8787 0.7816 0.6943 0.6162 0.5437 0.4731 0.3998 0.3096 0.1913
0.7896 0.7366 0.6789 0.6181 0.5533 0.4833 0.4066 0.3129 0.1928
10.8832 0.7975 0.7210 0.6474 0.5741 0.4974 0.4158 0.3182 0.1955

Thirdly, we apply the SDM methods to the fpfs-matrices [dij]gxg, [eii]sxg’ and [f;]

77
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The decision sets and ranking orders generated by the SDM methods are provided in
Table 10 and 11, respectively. The last column in Table 11 shows the number of the
methods producing the same ranking order. The results provided in Table 10 are obtained
by MATLAB R2020b using the last-mentioned fpfs-matrices.

Table 10. Decision sets produced by SDM methods (in the event of more-importance-
attached noise removal performance at low noise densities)

Algorithms Matrices Decision Sets
G17(l,) [a;] {°BPDF, *2543DBAIN, ®125\MDBUTMF, ®3°**NAFSMF, *$37DAMF, *$7* AWMF, ARmF}
LQP17([111111111)) [a;] {°BPDF, *2543DBAIN, ®125\MDBUTMF, ®3°**NAFSMF, *$37DAMF, *$7* AWMF, *ARmF}
LL18(0.5) [a;] {°BPDF, %2326DBAIN, °124SMDBUTMF, ®2*’SNAFSMF, *#17SDAMF, °5752AWMF, ' ARmF}
Algﬁﬁfé ‘?]"41?'1 01"41(”;)0‘4 [a;;] {0.0201BPDF, *0453DBAIN, **1**MDBUTMF, °NAFSMF, °*7* DAMF, ®°**?AWMF, ' ARmF}
20?7129337[2(3)56843236%95%&63?3? [a;] {°BPDF, %3388DBAIN, °3°2MDBUTMF, ®5363NAFSMF, *$856DAMF, %%’ AWMF, *ARmF}
RH17 [dyj]. [e]  |{*03¢°BPDF, ®2°8DBAIN, °MDBUTMF, ®3738NAFSMF, *#4°DAMF, °7381AWMF, 'ARmF}
AKO18a [dyj]. [e;]  |{°BPDF, ®5283DBAIN, ®269SMDBUTMF, ®8%4SNAFSMF, °*7°2DAMF, >’ AWMF, *ARmF}
AKO180 [dyj]. [e]  |£°2022BPDF, ®25°°DBAIN, ®16“'MDBUTMF, “*7**NAFSMF, ®5772DAMF, "AWMF, ARmF}
RH18 [di]. [e]  |{*BPDF, %2872DBAIN, °°3*’MDBUTMF, ®**7*NAFSMF, ®67*DAMF, ®763SAWMF, *ARmF}
EC17(0.5) [di]. [eg]. [fi;] |{°BPDF, ®3234DBAIN, 23¢SMDBUTMF, *325NAFSMF, ®8?®DAMF, *$261AWMF, ARmF}
AT18(0.05) [di]. [eg]. [fi;] |{°BPDF, °2683DBAIN, ®62*MDBUTMF, ®3¢3°NAFSMF, °#*°DAMF, °7272AWMF, 'ARmF}

P18 [dy]. [eg]. [fi] |{°®7?2BPDF, “2°9'DBAIN, %8766MDBUTMF, ****'NAFSMF, “?823DAMF, 9SS AWMF, 'ARmF}

A19/2(1;,5) [di]. [eg]. [fi;] |{°2577BPDF, ®S1°SDBAIN, °276'MDBUTMF, °NAFSMF, ®*11°DAMF, ®*7'AWMF, 'ARmF}
$S19/2 [di]. [eg]. [fi;] |{°BPDF, °2988DBAIN, ®155®MDBUTMF, ®36*°NAFSMF, °#78’DAMF, ®78’AWMF, ARmF}
$S19/3 [di]. [eg]. [fi;] |{°BPDF, ®3%31DBAIN, *175SMDBUTMF, ®38¢°NAFSMF, °#32°DAMF, ®7*7SAWMF, 'ARmF}
SS19/4 [di]. [eg]. [fi;] |{°BPDF, °2921DBAIN, ®0326MDBUTMF, ®18*°NAFSMF, °261*DAMF, ®5¢7SAWMF, ARmF}

$519/5([0.0222 0.0444 0.0667
0.0889 0.1111 0.1333
0.1556 0.1778 0.2000])

[dy]. [ey]. [£]

{°BPDF, °2°29DBAIN, *998MDBUTMF, *311”"NAFSMF, *87°°DAMF, ®738*AWMF, *ARmF}

zows(( 3 530

333/'[333

[dy]. [ey]. [fy]

{°BPDF, °2°3°DBAIN, ®****MDBUTMF, ®3115NAFSMF, ®#7°.DAMF, ®73#AWMF, ARmF}
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The ranking orders in Table 11 manifest that G17(Jy), LQP17(J1 1 1111 1 1 1]),
LL18(0.5), ZZ19(0.5, [0.6440 0.6975 0.6918 0.7287 0.7838 0.7766 0.8018]), AKO18a,
RH18, EC17(0.5), AT18(0.05), SS19/2, SS19/3, SS19/5([0.0222 0.0444 0.0667 0.0889

0.1111 0.1333 0.1556 0.1778 0.2000]), and zcw19([§ : %] , E : g]) produce the same
ranking orders. Besides, the ranking orders of P18 and SS19/4 are the same. On the other
hands, A19(I,, [0.4 0.4 0.40.40.40.40.4040.4],1,1,1, 1, 2), RH17, AKO180, and
A19/2(1,,4) generate the unordinary ranking orders compared to the others. Moreover,
all the SDM methods herein indicate that ARmF outperforms the other SPN filters and
BPDF has the minimum SPN removal performance according to all the SDM methods’
ranking orders apart from A19(l,, [0.4 0.4 0.4040404040404],1,1,1,1, 2),
RH17, AKO180, and A19/2(1;,s).

Table 11. Ranking orders produced by SDM methods (in the event of more-
importance-attached noise removal performance at low noise densities)

Algorithms Ranking Orders Frequency
G17(ly) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12
LQP17([111111111)) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12
LL18(0.5) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARmMF 12

A19(l5, [0.40.40.40.40.40.40.40.4
04],1,1,1,1,2)

Z7719(0.5, [0.6440 0.6975 0.6918
0.7287 0.7838 0.7766 0.8018]")

NAFSMF<AWMF<MDBUTMF<BPDF<DBAIN<DAMF<ARMF 1

BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12

RH17 MDBUTMF<BPDF<DBAIN<NAFSMF<AWMF<DAMF<ARmMF 1
AKO18a BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARmMF 12
AKO180 AWMF<NAFSMF<MDBUTMF<BPDF<DBAIN<DAMF<ARMF 1

RH18 BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12
EC17(0.5) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12

AT18(0.05) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12
P18 BPDF<MDBUTMF<NAFSMF<DBAIN<AWMF<DAMF<ARMF 2
A19/2(1;59) NAFSMF<AWMF<BPDF<MDBUTMF<DBAIN<DAMF<ARmMF 1

SS19/2 BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARmMF 12

SS19/3 BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12

SS19/4 BPDF<MDBUTMF<NAFSMF<DBAIN<AWMF<DAMF<ARMF 2

$S19/5([0.0222 0.0444 0.0667 0.0889
0.1111 0.1333 0.1556 0.1778 0.2000])

zewns([3 33 [533]) BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF | 12

BPDF<MDBUTMF<DBAIN<NAFSMF<AWMF<DAMF<ARMF 12
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6. Conclusion

The present study configured SDM methods propounded with the concepts of soft sets,
fuzzy soft sets, fpfs-sets, soft matrices, and fuzzy soft matrices to the fpfs-matrices space,
faithfully to the original. Thus, this paper completed the configurations of the methods
proposed via these concepts in 2017-2019. Then, the configured methods were applied
to five test cases. Hereby, the methods producing valid ranking orders for all the test
cases were determined. Afterwards, they were applied to a PVA problem to order the
well-known filters concerning their noise-removal performance.

This study excluded SDM methods proposed by the superstructures of fpfs-sets/matrices.
Therefore, in the next studies, researchers can also focus on their configurations to be
able to operate methods, constructed via these superstructures, in the appropriate spaces,
such as intuitionistic fuzzy parameterized intuitionistic fuzzy soft matrices space
and interval-valued intuitionistic fuzzy parameterized

interval-valued intuitionistic fuzzy soft sets/matrices space

. Moreover, it is now possible to compare all the SDM methods operated in
fpfs-matrices spaces and apply them to different fields, such as machine learning

and archaeology

For more details about similar studies, see
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