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Abstract In Data Envelopment Analysis (DEA) models, for measuring the relative 

efficiency of Decision Making Units (DMUs), for a large dataset with many 

inputs/outputs would need to have a long time with a huge computer. This paper 

proposed and developed the Differential evolution (DE) for DEA. DE requirements for 

computer memory and CPU time are far less than that needed by conventional DEA 

methods and can therefore be a useful tool in measuring the efficiency of large datasets. 

Since the operators have important roles on the fitness of the algorithms, all the operators 

and parameters are calibrated by means of the Taguchi experimental design in order to 

improve their performances.  

Keywords Data envelopment analysis; Differential evolution; Taguchi experimental 

design. 

 

1. Introduction 

Data envelopment analysis (DEA), first introduced by Charnes et al. (1978), is a useful 

method, to measuring the relative efficiency of Decision Making Units (DMUs) with 

multiple inputs and multiple outputs based on data oriented. One of the main objectives 

of DEA is to measure the efficiency score of a DMU. One of the ways for determining 

efficiency score of DMUs is to apply the Charnes, Cooper and Rhodes' model (CCR 

model) that deals with a ratio of multiple outputs and inputs.  

DEA for a large dataset with many input/output variables and/or DMUs would require 

huge computer resources in terms of memory and CPU time and take a long time even 

though with a very fast computer Emrouznejad and Shale (2009). Furthermore, in order 

to obtain the results, it must be solved as a separated mathematical programming problem 

for each DMU. The related works of this area are as follows:  
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Udhayakumar et al. (2011) developed a GA that employs one-point crossover and 

perturbation mutation operators for solving the P-model of chance constrained technique. 

They considered DEA problem for the banking sector in which inputs and outputs are 

assumed to be stochastic. In their method, the stochastic objective function and chance 

constraints are used and the feasibility of chance constraints is verified by simulation 

techniques. Azadeh et al. (2011) presented a hybrid GA-DEA for assessment and 

optimization of critical inputs from two different viewpoints of efficiency and cost in 

electricity transmission units. They used a specific measure and cost allocation super-

efficiency DEA models for sensitivity analysis and to determine the critical inputs based 

on efficiency and cost.  

In this paper, to estimate the efficiency of DMUs in large datasets, we proposed and 

developed the DE. This paper is organized as follows: Section 2 briefly describes the 

DEA technique. The proposed DE for estimating the efficiency is explained in sections 

3. The experimental design and comparisons are presented in Section 4. Finally, in 

section 5, conclusion is provided.   

2. Preliminaries 

Let we have n observations on n DMUs {DMUj: j = 1,2, … , n}, with input and output 

vectors (xj, yj), xj = (x1j, x2j, … , xmj)
T > 0 and yj = (y1j, y2j, … , ysj)

T > 0 for j=1, 

2,…,n. In the TDT Thompson et al. (1994) model the relative efficiency score of DMUo 

is obtained by solving the following mathematical programming model: 

𝑀𝑎𝑥(𝑢,𝑣) 

𝑢𝑇𝑦𝑜

𝑣𝑇𝑥𝑜

𝑀𝑎𝑥1≤𝑗≤𝑛  {
𝑢𝑇𝑦𝑗

𝑣𝑇𝑥𝑗
}

  (1) 

s.t   

𝑢 ≥ 0, 𝑣 ≥ 0   

Where u ∈  Rm×1  and v ∈  Rs×1  are the column vectors of input and output weights, 

respectively. If we suppose Max1≤j≤n  {
uTyj

vTxj
} =

1

t
 , and use the Charnes and Cooper's 

linear transformation technique Charnes and Cooper (1962), so, we obtain the following 

linear programming problem:  

𝑀𝑎𝑥     𝜃 = 𝑢𝑇𝑦𝑜  (2) 

s.t   

𝑣𝑇𝑥𝑜 = 1   

𝑢𝑇𝑦𝑗 − 𝑣𝑇𝑥𝑗 ≤ 0                𝑗 = 1,2, … , 𝑛  

𝑢 ≥ 0, 𝑣 ≥ 0   

Where is the CCR model to obtain the relative efficiency score of 𝐷𝑀𝑈𝑜. The model 

(2) is called the multiplier form of the CCR model.  
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Definition 1. Cooper et al.  (2006). 

1.  𝐷𝑀𝑈𝑜 is efficient if the optimal objective function value of model (2), 𝜃∗, turns out 

to be one, i.e. 𝜃∗ = 1. 

2. 𝐷𝑀𝑈𝑜 is inefficient, if  𝜃∗ < 1, where 𝜃∗ is the optimal objective function value of 

model (2).  

In the evaluation of large organization (about millions) by using DEA, even if we employ 

a high-speed computer, many calculations are needed. Also, it may take a long time to 

estimate the efficiency of DMUs in these kinds of applications, and because of estimating 

the efficiency; a linear program must be solved for each DMU. In other words, the 

conventional DEA models aren't able to be solved via this number of DMUs. 

To get rid of this problem (relative efficiency of each number of DMUs), we proposed 

DE which be detailed in the following section.    

3. The Proposed Differential evolution 

Differential Evolution (DE) is a very simple population-based global optimization 

algorithm. This algorithm created by Price and Storn (1997), whose main objective is 

functions optimization. It is one strategy based on evolutionary algorithms with some 

specific characteristics. The DE algorithm’s main strategy is to generate new 

individuals by calculating vector differences between other randomly-selected 

individuals of the population.  

DE starts with a number of populations of NP candidate solutions, so-called individuals. 

The DE's main strategy is to generate new individuals by calculating vector differences 

between other randomly selected individuals of the population. The subsequent 

generations in DE are denoted by 𝐺 = 0,1, … , 𝐺𝑚𝑎𝑥 . It is usual to denote each individual 

as a D-dimensional vector 𝑋𝑖,𝐺 = 𝑋𝑖,𝐺
1 , … , 𝑋𝑖,𝐺

𝐷  , 𝑖 = 1,2, … , 𝑁𝑃 called a target vector. The 

key idea behind DE is a scheme for generating trial vectors. The main operation is 

founded on the differences of randomly sampled pairs of solutions in the population. The 

main difference between traditional evolutionary algorithms and DE is that in traditional 

evolutionary algorithms, mutation results in small perturbations to the genes of an 

individual, while in DE, the mutation is an arithmetic combination of individuals. This 

algorithm uses four important parameters: population size, mutation, crossover and 

selection operators; there are different variants. 

3.1. Initial population 

Like other evolutionary algorithms, DE works with a population of individuals 

(candidate solutions) and this number never changes during the optimization process. 

Normally the initial population is randomly generated and the population will be 

improved 

by the algorithm iteratively, through the mutation, crossover and selection operators.  

3.2. Mutation operator  
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According to the DE, after initialization, it employs the mutation operator. The mutation 

in DE is a distinct innovation. It is based on the difference of different individuals 

(Solutions), to produce a mutant vector 𝑉𝑖,𝐺 with respect to each individual 𝑋𝑖,𝐺, in the 

current population. This main operation is founded on the differences of randomly 

sampled pairs of solutions in the population. For each target vector 𝑋𝑖,𝐺  , 𝑖 = 1,2, … , 𝑁𝑃, 

a mutant vector 𝑉𝑖,𝐺 can be made by the following mutation operators. In all types, the 

scale factor F is a positive control parameter for scaling the difference vector. The 

following mutation operator proposed by Storn and Price (1997):  

1 2 3, , , ,( )i G r G r G r GV X F X X    

3.3 Crossover operator 

In order to increase the diversity of the perturbed parameter vectors, crossover is 

introduced after the mutation operation. Crossover operation is employed to generate a 

temporary or trial vector by replacing certain parameters of the target vector by the 

corresponding parameters of a randomly generated donor vector. To get each individual's 

trial vector, 𝑈𝑖,𝐺+1, crossover operation is performed between each individual and its 

corresponding mutant vector. The following crossover operator proposed by Storn and 

Price (1997):  

, , 1

, , 1

, , 1

( ) ( )

( ) ( )

i j G

i j G

i j G

V if Rand j CR or j Rand i
U

X if Rand j CR or j Rand i







 
 

 

 

Where rand(j) is the j th evaluation of a random number uniformly distributed in the 

range of [0, 1], and randn(i) is a randomly chosen index from the set {1, 2,…, N}. 

𝐶𝑅 ∈ [0,1] is a crossover constant rate that controls the diversity of the population. The 

more the value of CR, the less the influence of the parent will be. 

3.4 Selection operator 

To generate the new individual for the next generation, selection operation is performed 

between each individual and its corresponding trial vector by the following greedy 

selection criterion: 

, 1 , 1 ,

, 1

,

( ) ( ),

,

i G i G i G

i G

i G

U if f U f X
X

X otherwise

 




 


 

Where f is the objective function, and , 1i GX   is the individual of the new population 

Mahmoodirad and Sanei (2016).   

 

4. Experimental design 
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4.1. Test problems 

In this subsection Instances generation are conducted to set the parameters and evaluate 

the performances of DE. First, we generated random problem instances for n = 50, 100, 

150, 200, 400, 600, 800 and 1000 DMUs, respectively. After specifying the number of 

DMUs in a given instance, for each DMU, four problem types A, B, C, and D of inputs 

and outputs numbers (m, s) were generated from discrete uniform distribution [10, 50]. 

The problem details are shown in Table 1. 

Table 1. Test problems characteristics. 

  Problem type (m, s) 

Problem size DMUs A B C D 

1 50 (4, 4) (4, 8) (8, 4) (8, 8) 

2 100 (5, 5) (5, 10) (10, 5) (10, 10) 

3 150 (5, 5) (5, 10) (10, 5) (10, 10) 

4 200 (10, 10) (10, 20) (20, 10) (20, 20) 

5 400 (10, 10) (10, 20) (20, 10) (20, 20) 

6 600 (15, 15) (15, 30) (30, 15) (30, 30) 

7 800 (15, 15) (15, 30) (30, 15) (30, 30) 

8 1000 (20, 20) (20, 40) (40, 20) (40, 40) 

4.2. Parameter setting 

The performance of the DE is generally sensitive to the parameter tuning which affects 

the search ability and the convergence quality. Choosing proper parameters is time-

consuming and sometimes depends on particular instances. 

In the related works, to be economic, several experimental designs have been proposed 

to decrease the number of experiments. Among several experimental design techniques, 

the Taguchi experimental design method has been successfully employed for a 

systematic approach for optimization. 

Taguchi has created a transformation of the repetition data to another value which is the 

measure of variation. The transformation is the signal-to-noise (S/N) ratio which explains 

why this type of parameter design is called robust design. Here, the term “signal” denotes 

the desirable value (mean response variable) and “noise” denotes the undesirable value 

(standard deviation). So the S/N ratio indicates the amount of variation present in the 

response variable. The aim is to maximize the signal-to-noise ratio. In the Taguchi 

method, the S/N ratio of the minimization objectives is as such Hajiaghaei-Keshteli et 

al. (2010) and Molla-Alizadeh-Zavardehi et al. (2014): 

  2
10 functionobjective10log ratio S/N   

The S/N) ratios are averaged in each level, and its value is plotted against each control 

factor in Figure 1. 
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Figure 1. Mean S/N ratio plot for each level of the factors in DE. 

4.3. Experimental results 

A computational study was conducted to evaluate the efficiency and effectiveness of the 

proposed algorithm, which was coded in MATLAB and run on a PC with 2.8 GHz Intel 

Core 2 Duo and 4 GB of RAM memory. For this purpose, we present and compare the 

results of DE with the SA algorithm as an effective algorithm in the literature.  

We use searching time as stopping criterion to be equal for both algorithms which is 

equal to 1.5 × (n + m + s) milliseconds. Therefore, CPU time is affected by all the 

problem characteristic n, m and s. The more the number of DMUs, inputs and outputs, 

the more the rise of CPU time increases. Each instance is run five times. The performance 

measure that we will be using is the Relative Percentage Deviation (RPD) is used for 

each instance: 

RPD = 
Maxsol − Algsol 

× 100 
Maxsol 

Where Algsol is the obtained objective value for a given instance and Maxsol is the 

maximum or the best known solution for each instance. The problems have been run ten 

times and the averages of RPDs for each algorithm and each problem size are showed in 

Figure 2. From this figures, it is concluded that DE has a better convergence than SA on 

this problems. 
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Figure 2. Means plot for the interaction between DE, SA and problem size 

5. Conclusion and future works 

We have considered a DEA problem with many input/output and/or many DMUs for 

obtain the relative efficiency DMUs. Since DEA problems with these structures needs to 

huge computer in terms of memory and CPU time, so, we have proposed and developed 

the metaheuristic algorithm, DE, to obtain the relative efficiency of DMUs in large 

datasets. 
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